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ABSTRACT. Purpose: The performance of the ideal observer (IO) acting on imaging measure-
ments has long been advocated as a figure-of-merit (FOM) to guide the optimization
of imaging systems. For computed imaging systems, the performance of the IO act-
ing on imaging measurements also sets an upper bound on task-performance that
no image reconstruction method can transcend. As such, estimation of IO perfor-
mance can provide valuable guidance when designing data-acquisition techniques
by enabling the identification of designs that will not permit the reconstruction of
diagnostically useful images for a specified task – no matter how advanced the
reconstruction method is or plausible the reconstructed images appear. While such
data space IO analyses are known conceptually, they have generally remained
infeasible to widely implement. In this work, convolutional neural network (CNN)
approximated IOs (CNN-IOs) are investigated for estimating the performance of
data space IOs for the purpose of guiding hardware and data-acquisition designs
and establishing task-based performance bounds for image reconstruction.

Approach: Numerical studies that utilized a stylized breast X-ray computed
tomography test bed are conducted to validate and demonstrate the approach.
Signal-known-statistically and background-known-statistically (SKS/BKS) binary
signal detection and discrimination tasks are addressed and the impact of the
number of views and beam intensities on IO performance is investigated as a case
study. The image space CNN-IO performance is also computed by use of images
reconstructed by both U-Net and FBP reconstruction methods and compared to the
corresponding data space CNN-IO performance to assess task-related information
loss.

Results: For all considered cases, task-performance bounds were established by
use of the data space CNN-IO performance. A comparison of the data space and
image space CNN-IO performances quantified the task-relevant information loss
induced by the considered image reconstruction methods. Moreover, the U-Net
reconstructed images possessed improved traditional metrics compared to those
produced by the FBP method but resulted in lower image space CNN-IO perfor-
mance. This demonstrates that traditional IQ measures can be misleading if task-
performance is of ultimate interest.

Conclusion: This work confirms that recent developments in learning-based IO
approximation methods can enable the ranking of data-acquisition designs based
on optimal task-performance with consideration of object variability. The work also
demonstrates that such methods can enable estimation of task-based performance
bounds for image reconstruction.
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1 Introduction
It has been widely acknowledged that the use of objective measures of image quality (IQ) that
quantify the ability of an observer to perform a specific task is critically important for the assess-
ment of medical imaging systems.1–4 When optimizing hardware or data-acquisition designs for
computed imaging systems, it is desirable to maximize the amount of task-specific information that
is contained in the imaging measurements. To achieve this when signal detection tasks are con-
sidered, objective IQmeasures based on the performance of the Bayesian ideal observer (IO) acting
on measurement data have been advocated.1–4 The IO acting on such directly acquired data, as
opposed to reconstructed images that represent object estimates, will be referred to as the data
space IO in this work. Importantly, the performance of the data space IO represents an upper bound
on task-performance that no image reconstruction method can improve upon.5 As such, the data
space IO can also enable the assessment of task-relevant information loss induced by image recon-
struction, by comparing the data space IO performance to the performance of the IO acting on
reconstructed object estimates. The latter observer will be referred to as the image space IO.
The ratio of these performances has been referred to as detection efficiency in the literature.6–8

It is also noteworthy that IO analyses of imaging systems can be interpreted in terms of information
theoretic concepts.9,10

Data space IO analyses are now even more important than ever considering the rapid exploration
of learning-based image reconstruction methods. Avariety of deep learning-based image reconstruc-
tion methods are being actively developed to enable highly incomplete and noisy data acquisition
designs for the purpose of minimizing data-acquisition times and/or the radiation risk to patients.11–14

In some cases, these learning-based methods can yield visually plausible images (i.e., object esti-
mates) that possess encouraging image quality as measured by physical, non-task-based, metrics such
as structural similarity index metric (SSIM)15 or peak signal-to-noise ratio (PSNR).

However, it has not been widely acknowledged in the recent literature that situations can
exist in which incomplete and noisy tomographic measurement data will not permit the recon-
struction of diagnostically useful images, no matter how advanced the reconstruction method is
or plausible the reconstructed images appear.16 Estimating the performance of the data space IO
provides a means for identifying these situations. Such analyses will enable the triage of data-
acquisition designs and associated image reconstruction development efforts that can never result
in a required diagnostic performance, regardless of who or what will be ultimately interpreting
the images. These infeasible data-acquisition and image reconstruction method designs occur
when the required diagnostic performance exceeds the performance of a data space IO.

There have been previous studies of data space IOs for signal detection tasks, but all have
employed certain simplifying assumptions. For example, Sidky and Pan8 performed a data space
IO analysis to evaluate information loss that occurs when a back-projection filtration (BPF) algo-
rithm is employed for image reconstruction in cone-beam computed tomography (CT). There,
a signal-known-exactly (SKE) and background-known-exactly (BKE) binary signal detection task
was considered. Hsieh et al.17 also computed the data space IO for SKE/BKE binary signal detection
tasks. He et al.18 approximated the data space IO by use of a Markov chain Monte Carlo (MCMC)
method19 on a simple parameterized phantom. Shi et al.20 proposed a sub-optimal deep learning-
based model observer acting on sinograms. In a different approach, Chen et al.21 proposed a data
space IO analysis in which background variability was described by a sparsity-based image recon-
struction prior. However, the capacity to perform data space IO analysis based on detection or dis-
crimination tasks with consideration of clinically relevant object and signal variability has remained
limited. This is a result of the fact that estimation of IO performance under such conditions has been
generally intractable, both analytically and computationally.
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There have been significant recent advances in methods for approximating the IO acting
on images based on supervised learning with convolutional neural networks (CNNs).22–25

For example, Zhou et al.22 developed CNN-based methods for estimating the test statistics of
IOs performing binary signal detection tasks and detection-localization tasks.23 More recently,
Li et al.24,25 developed a hybrid method that involves CNNs and MCMC methods to approximate
the test statistics of IOs for general detection-estimation tasks. Importantly, when implemented
with appropriate stochastic models to produce training data,26,27 CNN-approximated IOs
(CNN-IOs) can yield estimates of IO performance with consideration of realistic object and
signal variability. This has provided a new capacity to conduct IO analyses of medical imaging
systems.

In this work, CNN-IOs are investigated for estimating the performance of data space IOs
for the purpose of guiding hardware and data-acquisition designs and establishing task-based
performance bounds for image reconstruction. A stylized X-ray breast CT imaging system and
an anatomically realistic stochastic object model of the breast are considered as a test bed. Data
space CNN-IOs are first validated for SKE/BKE binary signal detection tasks for which analytic
solutions are available. Several background-known-statistically (BKS) binary signal detection
tasks and signal discrimination tasks are subsequently considered to explore the application
of data space CNN-IOs for estimating performance bounds that were previously intractable.
This work will advance the field of medical imaging science by paving the way for more wide-
spread data space IO analyses of imaging technologies under clinically relevant conditions.

2 Background

2.1 Binary Signal Detection and Discrimination Tasks and the IO
A continuous-to-discrete (C-D) description of a linear imaging system1 is considered as

EQ-TARGET;temp:intralink-;e001;117;436g ¼ HfðrÞ þ n; (1)

where g ∈ RN×1 is the measured image vector, fðrÞ denotes the object function that is dependent
on the coordinate r ∈ Rk×1 with k ≥ 2,H denotes a linear imaging operator that maps L2ðRkÞ to
RN×1, and n ∈ RN×1 denotes the measurement noise. When its spatial dependence is not impor-
tant to highlight, fðrÞ will be denoted as f.

A binary data space signal detection task requires an observer to classify the measured image
data g as satisfying either a signal-present hypothesis H1 or a signal-absent hypothesis H0.
These two hypotheses can be described as

EQ-TARGET;temp:intralink-;e002a;117;323H0∶ g ¼ Hfb þ n ¼ bþ n; (2a)

EQ-TARGET;temp:intralink-;e002b;117;288H1∶ g ¼ HðfbþsÞ þ n ¼ bs þ n; (2b)

where fb and fbþs denote the signal-absent (background) and signal-present object, respectively,
and b ≔ Hfb and bs ≔ Hfbþs denote the measured signal-absent and signal-present image data.
Similarly, a data space signal discrimination task requires an observer to choose between the
hypotheses

EQ-TARGET;temp:intralink-;e003a;117;230H1∶ g ¼ Hðfbþs1Þ þ n ¼ bs1 þ n; (3a)

EQ-TARGET;temp:intralink-;e003b;117;193H2∶ g ¼ Hðfbþs2Þ þ n ¼ bs2 þ n; (3b)

where fbþs1 and fbþs2 denote two signal-present objects with different signals, respectively. Here,
bs1 ≔ Hfbþs1 and bs2 ≔ Hfbþs2 denote the corresponding measured image data.

To perform these tasks, a deterministic observer computes a test statistic that maps the
measured image data g to a real-valued scalar variable that is compared to a predetermined
threshold τ to determine which of the two hypotheses g satisfies. By varying the threshold τ,
a receiver operating characteristic (ROC) curve can be formed to quantify the trade-off between
the false-positive fraction (FPF) and the true-positive fraction (TPF).1 The area under the ROC
curve (AUC) can be subsequently calculated as a figure-of-merit (FOM) for signal detection
performance.

Li et al.: Application of learned ideal observers for estimating task-based. . .

Journal of Medical Imaging 026002-3 Mar∕Apr 2024 • Vol. 11(2)



The IO test statistic tIOðgÞ is any monotonic transformation of the likelihood ratio ΛLRðgÞ.
For the case of the binary detection task described in Eq. (2), ΛLRðgÞ is defined as

EQ-TARGET;temp:intralink-;e004;114;712ΛLRðgÞ ¼
pðgjH1Þ
pðgjH0Þ

; (4)

where pðgjH1Þ and pðgjH0Þ are the conditional probability density functions that describe
the measured data g under the hypotheses H1 and H0, respectively. For the discrimination task
described in Eq. (3), an analogous expression holds in terms of H1 and H2. When background
and signal variability are considered, ΛLRðgÞ can be rewritten as28

EQ-TARGET;temp:intralink-;e005;114;627ΛLRðgÞ ¼
RR
db dspðbÞpðsÞpðgjb; s; H1ÞR

dbpðbÞpðgjb; H0Þ
≡
ZZ

db dsΛSBKEðgjb; sÞpðbjg; H0ÞpðsÞ; (5)

where ΛSBKEðgjb; sÞ is the signal and background-known exactly (SBKE) likelihood ratio and
pðbjg; H0Þ is a posterior probability density function. These quantities can be computed as

EQ-TARGET;temp:intralink-;e006;114;565ΛSBKEðgjb; sÞ ¼
pðgjb; s; H1Þ
pðgjb; H0Þ

; (6)

and

EQ-TARGET;temp:intralink-;e007;114;516pðbjg; H0Þ ¼
pðgjb; H0ÞpðbÞR

db 0pðgjb 0; H0Þpðb 0Þ : (7)

To estimate ΛLRðgÞ for this case, MCMC techniques have been proposed.19 However,
current applications of MCMC methods have been limited to relatively simple stochastic object
models (SOMs), such as a lumpy object model,19 a binary texture model,29 and a parameterized
torso phantom.18 To circumvent this issue, supervised learning-based methods have been pro-
posed to approximate the IO test statistic.22–24

2.2 CNN-Approximated IO
Advancements in deep learning and computing hardware have enabled new ways for estimating
the IO test statistic.22,23,30 For use with image data, CNNs can be employed to estimate the pos-
terior probability pðHajgÞ, which is a monotonic transform of the likelihood ratio ΛLRðgÞ.22
Above, Ha denotes the alternative hypothesis H1 for the binary detection task [Eq. (2)] and
H2 for the discrimination [Eq. (3)] task. This requires the identification of a network architecture
that possesses sufficient representative capacity to enable accurate estimation of the posterior
probability, and hence the IO test statistic. This can be accomplished by searching over a pre-
determined family of architectures.22,23,31 The sigmoid function is employed in the last layer of
the CNN to approximate pðHajgÞ. In this way, the output of the CNN can be interpreted as
probability, i.e., pðHajg;ΘÞ. Here, Θ is the vector of the weight parameters corresponding
to the CNN. The goal of training the CNN is to determine a vector Θ such that the difference
between the CNN-approximated posterior probability pðHajg;ΘÞ and the actual posterior prob-
ability pðHajgÞ is small.32 A supervised learning-based method can be employed to approximate
the maximum likelihood (ML) estimate ofΘ by minimizing the binary cross-entropy (BCE) loss
function22

EQ-TARGET;temp:intralink-;e008;114;214LBCEðΘÞ ¼ −
XJ
j¼1

log pðyjjgðjÞ;ΘÞ; (8)

where fðgðjÞ; yðjÞÞgJj¼1 denote the input data gðjÞ and the corresponding label yj ∈ f0;1g. The
CNN-IO has been successfully applied to direct imaging system measurements and reconstructed
images in several studies.27,31,33–38

3 Methods
Computer-simulation studies were conducted to validate and investigate the use of data space
CNN-IOs to establish task-based performance bounds for image reconstruction. The established
bounds were validated and assessed in a stylized simulation of X-ray breast CT. Both binary
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signal detection and signal discrimination tasks were considered. The impacts of the number of
views and beam intensities on the established bounds were investigated.

3.1 Data Space CNN-IO Test Statistic Approximation
To estimate the data space IO test statistic for binary detection and discrimination tasks, CNN-
IOs were trained by adopting the procedure described above.22 In the studies presented below,
the considered two-dimensional (2D) imaging system measures data that are described by two
coordinates. Therefore, the input to the data space CNN-IO was the image data g, arranged as a
2D matrix. In the data space CNN-IOs, each convolutional layer in the CNN comprised 64 filters
with 5 × 5 spatial support followed by a Leaky ReLU activation function. A max-pooling layer
following the last convolutional layer was employed to sub-sample the feature maps. A final fully
connected (FC) layer with a sigmoid activation function was employed. The BCE loss function
was considered and the CNN was optimized to estimate the posterior probability pðHajg;ΘÞ,
which is a monotonic transformation of the likelihood ratio ΛLRðgÞ.

For determining an effective data space CNN-IO architecture, the training process started
from a CNN architecture with one convolutional layer and gradually added more layers. This
training process was stopped when adding an additional layer decreased the cross-entropy by
<1.0% on the validation dataset. The CNN having the minimum validation cross-entropy was
selected as the data space CNN-IO in the explored architecture family. Additional training details
and a description of the employed datasets are provided in Sec. 3.8.

3.2 Stylized X-Ray Breast CT Imaging Systems
In this study, simulated projection data corresponding to a canonical fan-beam CT imager with a
linear detector geometry was employed. To produce these data, the C-D forward operator was
approximated by a discrete-to-discrete operator that was implemented by use of the Radon-torch
toolbox.39 The scanning angular range of the modeled fan-beam system was 360 deg and differ-
ent numbers of evenly spaced tomographic views were considered. The assumed distance
between the X-ray source and the center of the object, and the distance between the detector
and the center of the object were 400 and 400 mm, respectively. The number of detector elements
was 512, and each element was 0.8 mm in size.

Noisy projection data g were generated as1,39

EQ-TARGET;temp:intralink-;e009;117;364ĝ ¼ T −1fPoi½T ðHfÞ�g; (9)

where Poið·Þ is a Poisson noise generator acting the transformed measurement data T ðHfÞ.
Here, T ðxÞ ¼ I0 expð−xÞ, and T −1ðxÞ ¼ log½I0x �, where I0 is the beam intensity.

3.3 Stochastic Object and Lesion Models
The stochastic object model (SOM) developed under the US Food and Drug Administration’s
(FDA) Virtual Imaging Clinical Trials for Regulatory Evaluation (VICTRE) project40 was
employed to create an ensemble of to-be-imaged 2D objects that represented slices through
a stochastic numerical breast phantom. The VICTRE SOM is inherently three-dimensional
(3D) but a 2D SOM was formed by extracting 2D slices from the produced 3D breast phantoms.
The dimension of these slices was 368 × 368 pixels with a pixel size of 0.4 mm. The X-ray
energy was assumed to be 30 keV41 and the linear attenuation coefficient values (μ) in unit of
cm−1 at this energy were assigned to the voxels corresponding to each of the 10 tissue types in
the generated numerical breast phantoms.42

The VICTRE stochastic lesion model43 was employed to create ensembles of to-be-detected
signals. The stochastic lesion model described central 2D slices of 3D mass lesions of diameter
5 mm. Both spiculated and smooth mass lesions were considered and a plausible value of μ
corresponding to 30 keV was assigned based on the literature.44 To create signal present (SP)
objects, realizations of the stochastic lesion were inserted into background realizations produced
by use of the VICTRE SOM by replacing the μ in the background object with those of
the lesions. Figure 1 shows realizations of employed backgrounds produced by use of the
VICTRE SOM (top row) and realizations of the stochastic lesion models for both spiculated
and smooth mass lesions (bottom row).
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3.4 SKE/BKE Validation Study
Signal-known-exactly (SKE) and background-known-exactly (BKE) binary signal detection
tasks were employed to validate the data space CNN-IO method. For this purpose, two
SKE/BKE tasks were chosen for which the data space IO test statistic could be analytically
computed. In one task the measurement noise model was considered to be pure Poisson and
in the second it was specified as independent and identically distributed (iid) Gaussian. In the
considered data-acquisition design, a total of 256 views were employed that were evenly spaced
over 360 deg. The deterministic background and signal for the SKE/BKE tasks were specified as
realizations of the VICTRE SOM [Fig. 1(a)] and spiculated stochastic lesion model [Fig. 1(e)],
respectively. For the task with Poisson noise, the measurement noise was generated according to
Eq. (9), where I0 ¼ e15. For the case of Gaussian noise, iid Gaussian noise with a standard
deviation of 0.6 was employed.

3.5 Investigation of Performance Bounds for Varying Numbers of Tomographic
Views

Both binary signal detection tasks and signal discrimination tasks were considered and task-
based performance bounds were established by estimating the data space CNN-IO performance.
A total of 256, 128, 64, and 32 tomographic views were considered that were evenly spaced over
360 deg. The beam intensity was fixed, and both the Poisson and Gaussian noise models
described above were employed.

To assess task-related information loss induced by image reconstruction, the CNN-IO per-
formance on reconstructed object estimates was also estimated. Hereafter, this observer will be
referred to as an image space CNN-IO. Both U-Net12,13 and conventional filtered back-projection
(FBP) reconstruction algorithm with a Ram-Lak filter1 were considered. The image space and
data space CNN-IO performances, as measured by ROC curves and AUC values, were then
compared. The details of the designed studies are described below.

3.5.1 Studies involving binary signal detection tasks

The following three BKS binary signal detection tasks of varying difficulty were considered

• Task 1: SKE/BKS binary signal detection task;
• Task 2: Signal-known-statistically (SKS) and BKS binary signal detection task with fixed

signal location;
• Task 3: SKS/BKS binary signal detection task with random signal location.

Fig. 1 Realizations of (a)–(d) the employed backgrounds produced via the VICTRE SOM; (e) and
(f) spiculated stochastic lesion; (g) and (h) smooth stochastic lesion. The realizations of stochastic
lesions are enlarged by 400% to enable better visualization.
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For Task 1, a realization of the spiculated stochastic lesion [Fig. 1(e)] was considered as the
deterministic signal with μ ¼ 0.404 cm−1. The VICTRE SOM was employed to describe the
random background. For task 2, each signal was randomly selected from a library of 10,000
realizations of the stochastic lesion. For each signal realization, the corresponding μ was sampled
from a Gaussian distribution μ ∼N ð0.404; 0.0262Þ, in units of cm−1.44 For task 3, the signal was
randomly selected from the library and its μ value was also randomly sampled as in task 2.
In addition, the signal was randomly located within potential locations provided by the SOM
following a discrete uniform distribution. Poisson noise was added to the projections with
I0 ¼ e15 in Eq. (9).

3.5.2 Studies involving signal discrimination tasks

In addition to binary signal detection tasks, signal discrimination tasks were considered,
where the data space CNN-IO decided whether a spiculated mass or a smooth mass is
present. In this SKE/BKS signal discrimination task, a pair of realizations of both spiculated
and smooth stochastic lesions were employed as the deterministic to-be-discriminated
signals, as shown in Figs. 1(e) and 1(g). The VICTRE SOM was employed to describe the
random background. Poisson noise was added to the projections with I0 ¼ e16 according to
Eq. (9).

3.6 Investigation of Performance Bounds for Varying Incident Beam Intensities
The impact of the beam intensity on task-based performance bounds was investigated. The
value of I0 in Eq. (9) was gradually reduced and the corresponding impact on the established
bounds was quantified. Poisson noise was added to the projections and the values
I0 ¼ fe17; e16; e15; e14g were considered to simulate different beam intensities. A total of
128 views were employed that were evenly spaced over 360 deg. The three BKS binary
signal detection tasks described in Sec. 3.5.1 were considered in this study. Task-based per-
formance bounds were estimated by computing the data space CNN-IO performance on
the noisy tomographic measurements. Task-related information loss induced by image recon-
struction for the different cases was assessed as described in Sec. 3.5. Specifically, the image
space CNN-IO performance was computed by use of images reconstructed by both the U-Net
and FBP reconstruction methods and compared to the corresponding data space CNN-IO
performance.

3.7 System Ranking Study
An imaging system ranking study was considered to demonstrate the impact of object
variability when establishing task-based performance bounds. Two different imaging systems
with the same dose budget45 were considered. For the first imaging system, “system 1,” a total
of 256 tomographic views were evenly distributed over 360 deg, and I0 ¼ e15 in Eq. (9) was
considered. For the second imaging system, “system 2,” a total of 32 tomographic views and
I0 ¼ 8e15 in Eq. (9) were considered. The two imaging systems were ranked by use of the
estimated data space CNN-IO performance for the binary signal detection tasks described
as follows.23,46

Two SKE/BKE tasks and a SKE/BKS task were employed. For the first SKE/BKE task,
referred to as “BKE 1,” a spiculated lesion with μ ¼ 0.383 was inserted into a selected “dense”
background object where the μ of the lesion was close to that of the background around the signal
(i.e., lower signal contrast). For the second SKE/BKE task, referred to as “BKE 2,” the same
lesion was inserted into another selected “fatty” background object that resulted in higher signal
contrast. Examples of the employed spiculated lesion and SP objects for the two SKE/BKE tasks
are shown in Fig. 2.

For the SKE/BKS task, the same lesion was employed and the VICTRE SOMwas employed
to describe the random background. The IO performance was computed analytically for the
SKE/BKE tasks.1 The data space CNN-IO was employed to estimate IO performance for the
SKE/BKS tasks.
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3.8 CNN-IO Training Details and Datasets
The standard convention of utilizing separate training/validation/testing datasets was adopted.
For training the data space CNN-IO for SKE/BKE detection tasks, each mini-batch contained
500 pairs of fixed signal-present and signal-absent measurements. The measurement noise was
generated on-the-fly and added to noiseless mini-batches.22 For training the data space CNN-IO
for the BKS tasks, 114,400 background objects were generated. A “semi-online learning”
method22 was employed to mitigate overfitting that can be caused by insufficient training data.
At each iteration of the training process, a mini-batch consisting of 100 background objects was
drawn from the generated background object dataset. For binary signal detection tasks, signals
were inserted into half of the drawn background objects to create signal-present objects. For
signal discrimination tasks, spiculated and smooth signals were inserted into each half of the
drawn background objects. The fan-beam forward operator described in Sec. 3.2 was applied
to the mini-batch and measurement noise was added subsequently to generate noisy measure-
ment data.

For estimating the image space CNN-IO performance on the U-Net and FBP reconstructed
images, the corresponding reconstruction operator (pre-trained U-Net and FBP) was applied to
the generated noisy measurements. The reconstructed images were then employed as inputs for
image space CNN-IO model training and testing. The Adam optimizer47 with a learning rate of
0.0001 was employed for both data space and image space CNN-IO training.

For all considered tasks, the validation dataset included 2000 pairs of signal-present and
signal-absent raw measurements. Finally, the testing dataset comprised 10,000 signal-present
images and 10,000 signal-absent raw measurements.

3.9 Evaluation Metrics
ROC analysis was conducted and area under the curve (AUC) values were computed and
employed to quantify the data space and image space CNN-IO performance. The ROC curves
were fit by use of the Metz-ROC software48 that employs the proper binormal model.49 The
uncertainty of the AUC values was estimated as well. For comparison, two commonly used
physical metrics, PSNR and SSIM, were employed as task-agnostic measures to assess the
images reconstructed by U-Net-based methods and the FBP algorithm.

4 Results

4.1 SKE/BKE Validation Study
Figure 3 shows the ROC curves produced by the data space CNN-IO (red curves) and analytical
computation (blue curves) for the SKE/BKE cases with both Poisson (solid curves) and Gaussian
(dashed curves) noise. For both cases, the AUC values produced by the data space CNN-IO were
statistically equivalent to those computed analytically.

Fig. 2 Examples of (a) the employed spiculated lesion and SP objects for the (b) BKE 1 and
(c) BKE 2 binary signal detection tasks in the system ranking study. The red box indicates the
signal region. The lesion contrast for the (b) BKE 1 task was relatively low and was relatively high
for the (c) BKE 2 task.
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4.2 Task-Performance versus Number of Tomographic Views

4.2.1 Binary signal detection tasks

Figure 4 shows the estimated task-based performance bounds for different numbers of views
(256, 128, 64, and 32) for the three considered tasks. As expected, for all cases, it was observed
that the established bounds decreased as a function of the number of views. Moreover, a com-
parison of the data space and image space CNN-IO performances revealed that the amount
of task-relevant information loss induced by the considered image reconstruction methods
increased when the number of tomographic views was reduced.

As shown in Fig. 5 and Table 1, the U-net-based method greatly improved traditional IQ
measures and visual appearances but not task-based IQ measures when compared with the FBP
method for all considered numbers of views. This is consistent with the fact that traditional IQ
measures may not correlate with objective measures of IQ.

4.2.2 Signal discrimination tasks

Similar results were observed for the signal discrimination tasks. Figure 6 shows the estimated
task-based performance bounds for different numbers of views. It was observed that the perfor-
mance of the image space CNN-IO on the U-Net reconstructed images decreased faster as a
function of the number of views as compared to the case where the FBP method was employed.
Hence, relative to the data space CNN-IO, the U-Net-based method increased the amount of
task-related information loss.

Despite this, the U-Net-based methods improved the subjective visual appearance and physi-
cal measures of IQ compared to the FBP method, as demonstrated in Fig. 5 and Table 2.

Fig. 3 For both SKE/BKE cases with Poisson (solid curves) and Gaussian (dashed curves) noise,
the ROC curves produced by the analytical computation (blue curves) and the CNN-IO (red
curves) were statistically equivalent.

Fig. 4 The relationships between AUC and the number of views were quantified. The binary signal
detection tasks defined in Sec. 3.5.1 were considered and the results here correspond to (a) task 1,
(b) task 2, and (c) task 3. The CNN-IO performance on raw tomographic measurements (solid),
FBP reconstructed images (dashed), and U-Net reconstructed images (dotted) was estimated.
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Table 1 The relationships between traditional measures (PSNR and SSIM) and the number of
views were quantified. Both the U-Net-based and FBP methods were applied to the datasets used
in the binary signal detection tasks described in Sec. 3.5.1. The U-Net-based methods greatly
improved traditional IQ measures but not task-based IQ measures as compared to the FBP method.

Number of views 256 128 64 32

(a) Traditional measures when the dataset used in Task 1 was employed

PSNR Task1: FBP 46.8970 44.7962 42.9541 41.8944

Task1: U-Net-recon 65.8065 63.6988 63.0880 62.2104

SSIM Task1: FBP 0.7879 0.7685 0.7268 0.6861

Task1: U-Net-recon 0.9997 0.9994 0.9991 0.9988

AUC Task1: FBP 0.9648 0.9510 0.9201 0.8703

Task1: U-Net-recon 0.9583 0.9461 0.8990 0.8450

(b) Traditional measures when the dataset used in Task 2 was employed.

PSNR Task2: FBP 46.8476 44.7739 42.9288 41.8465

Task2: U-Net-recon 65.7915 63.6836 63.0725 62.2081

SSIM Task2: FBP 0.7879 0.7685 0.7267 0.6860

Task2: U-Net-recon 0.9997 0.9994 0.9991 0.9987

AUC Task2: FBP 0.8518 0.8473 0.8246 0.7945

Task2: U-Net-recon 0.8494 0.8404 0.7957 0.7758

(c) Traditional measures when the dataset used in Task 3 was employed.

PSNR Task3: FBP 46.8253 44.7572 42.8937 41.7809

Task3: U-Net-recon 65.7865 63.6799 63.0697 62.2035

SSIM Task3: FBP 0.7879 0.7684 0.7267 0.6859

Task3: U-Net-recon 0.9997 0.9994 0.9990 0.9985

AUC Task3: FBP 0.6925 0.6701 0.6349 0.5998

Task3: U-Net-recon 0.6950 0.6689 0.6049 0.5768

Fig. 5 Examples of the signal-present reconstructed images from 256, 128, 64, and 32 views,
respectively. The images were reconstructed by use of the FBP algorithm (upper row) and the
U-Net-based method (bottom row). The red box contains the signal.
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4.3 Task-Performance versus Beam Intensities
The estimated task-based performance bounds for when varying beam intensities I0 were con-
sidered are shown in Fig. 7. As expected, it was observed that the estimated bounds correspond-
ing to the data space CNN-IO performance decreased as a function of I0. Again, as shown in
Fig. 8 and Table 3, the U-Net reconstructed images possess improved physical metrics compared
to those produced by the FBP method but resulted in lower image space CNN-IO performance.

Fig. 6 The relationships between AUC and the number of views were quantified. Signal discrimi-
nation tasks were considered. The IO performance on raw tomographic measurements (blue),
FBP reconstructed images (red), and U-Net reconstructed images (yellow) were estimated.

Table 2 The relationships between traditional measures (PSNR and SSIM) and the number of
views were quantified. Both the U-Net-based and FBP methods were applied to the datasets used
in the signal discrimination task described in Sec. 3.5.2. The U-Net-based methods greatly improved
traditional IQ measures but not task-based IQ measures as compared to the FBP method.

Number of views 256 128 64 32

PSNR FBP 51.8970 47.7969 44.3547 43.8965

U-Net-recon 66.8397 66.2255 65.7787 64.6567

SSIM FBP 0.8679 0.8274 0.7770 0.7459

U-Net-recon 0.9997 0.9996 0.9995 0.9995

AUC FBP 0.9588 0.9142 0.8760 0.8492

U-Net-recon 0.9561 0.8968 0.8527 0.7921

Fig. 7 The relationships between AUC and I0 were quantified. The binary signal detection tasks
defined in Sec. 3.5.1 were considered and the results here correspond to (a) task 1, (b) task 2, and
(c) task 3. The IO performance on raw tomographic measurements (solid), FBP reconstructed
images (dashed), and U-Net reconstructed images (dotted) were estimated.
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Fig. 8 Examples of the signal-present reconstructed images from the simulated imaging systems
with I0 ¼ fe17; e16; e15; e14g, respectively. The images were reconstructed by the FBP algorithm
(upper row) and the U-Net-based methods (bottom row). The red box contains the signal.

Table 3 The relationships between traditional measures (PSNR and SSIM) and I0 were quanti-
fied. Both the U-Net-based and FBP methods were applied to the datasets used in the binary
signal detection tasks described in Sec. 3.5.1. The U-Net-based methods greatly improved tradi-
tional IQ measures but not task-based IQ measures as compared to the FBP method.

I0 exp(17) exp(16) exp(15) exp(14)

(a) Traditional measures when the dataset used in Task 1 was employed.

PSNR Task1: FBP 48.3906 46.9774 44.8291 42.4748

Task1: U-Net-recon 65.9381 63.9233 63.3843 62.7699

SSIM Task1: FBP 0.8694 0.8271 0.7691 0.7023

Task1: U-Net-recon 0.9998 0.9995 0.9993 0.9990

AUC Task1: FBP 0.9753 0.9650 0.9411 0.8897

Task1: U-Net-recon 0.9722 0.9576 0.9301 0.8835

(b) Traditional measures when the dataset used in Task 2 was employed.

PSNR Task2: FBP 48.3748 46.7823 44.7712 42.3087

Task2: U-Net-recon 65.9288 63.9342 63.3783 62.7681

SSIM Task2: FBP 0.8694 0.8271 0.7691 0.7023

Task2: U-Net-recon 0.9998 0.9995 0.9993 0.9989

AUC Task2: FBP 0.8678 0.8601 0.8468 0.8173

Task2: U-Net-recon 0.8593 0.8535 0.8330 0.8096

(c) Traditional measures when the dataset used in Task 3 was employed.

PSNR Task3: FBP 48.3627 46.7725 44.7572 42.2035

Task3: U-Net-recon 65.9175 63.9212 63.3679 62.7674

SSIM Task3: FBP 0.8694 0.8271 0.7690 0.7022

Task3: U-Net-recon 0.9998 0.9995 0.9992 0.9988

AUC Task3: FBP 0.7027 0.6938 0.6669 0.6322

Task3: U-Net-recon 0.6898 0.6798 0.6552 0.6074
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4.4 System Ranking Test Case
As shown in Fig. 9, the rankings of the two imaging systems produced by data space IOs were
different when object variability was and was not considered. When object variability was con-
sidered (BKS, solid lines), “system 1” > “system 2,” whereas when object variability was not
considered (BKE1/BKE2, dashed/dotted lines), “system 1” ≈ “system 2.” In addition, it was
observed that the choice of background greatly impacted the established task-based performance
bounds for the BKE task. For a “dense” object (BKE1, dashed lines) in Fig. 9, the task-based
performance bounds were relatively low for both imaging systems due to the low signal contrast.
For a “fatty” object (BKE2, dotted lines) in Fig. 9, the established task-based performance
bounds were high with AUC ¼ 1 for both two imaging systems. These observations are con-
sistent with the well-known fact that consideration of object variability is critical when comput-
ing objective measures of IQ.1

5 Summary and Discussion
Data space CNN-IOs were investigated for estimating the performance of IOs acting on tomo-
graphic measurement data for the purpose of establishing task-based performance bounds for
image reconstruction when clinically relevant object variability was considered. A stylized
simulation of X-ray breast CT was employed as an example. Both binary signal detection tasks
and signal discrimination tasks were considered to study the impacts of the number of views, and
beam intensity on task-based performance bounds for image reconstruction. Both U-Net-based
methods and conventional FBP algorithms were employed as examples of image reconstruction
methods in this paper. It should be noted that the considered imaging systems, tasks, and recon-
struction methods were only examples to demonstrate the feasibility of the proposed method-
ology. The proposed methodology can be repeated for situations where different imaging
systems, reconstruction methods, and tasks are considered. This represents the primary impact
of the work on the field of medical image science.

The performance bounds estimated by use of data space CNN-IOs can be employed to iden-
tify situations in which the reconstruction of images cannot enable a specified diagnostic per-
formance, independent of the image reader. This is a timely capability, because deep learning
methods are being actively developed for image reconstruction from degraded and incomplete
measurements but are not routinely evaluated by use of objective IQ measures. The ability of
such methods to produce plausible images that possess encouraging traditional IQ measures does
not imply that the images will be diagnostically useful. The presented methodology may enable

Fig. 9 The ROC curves correspond to the data space IOs for the SKE/BKS (solid), BKE 1
(dashed), and BKE 2 (dotted) binary signal detection tasks. Both “system 1” (blue) and “system
2” (red) were considered in this test case. The rankings of the two imaging systems were different
when object variability was and was not considered. The two imaging systems could not be
distinguished when the BKE tasks were considered.
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the more efficient development and exploration of such image reconstruction methods for medi-
cal imaging applications.

The data space CNN-IO methodology currently processes certain limitations. Being a data-
driven IO approximation method, the CNN-IO requires a large amount of training data to accu-
rately approximate the IO performance. This can potentially be achieved when virtual imaging
studies50,51 are performed and a relevant SOM is employed to produce an ensemble of to-be-
imaged objects. A challenge in estimating the data space IO performance by use of CNNs is
the specification of the collection of model architectures to be systematically explored. In this
study, we manually explored a family of CNNs that possess different numbers of convolutional
layers. By adding more layers, the representation capacity of the network was increased and the
test statistic could be more accurately approximated. However, this method is heuristic and leaves
certain parameters like the size of convolutional filters unoptimized. Recent works in network
architecture search (NAS)52 provide methods that optimize the network architecture automati-
cally in the training process. This may represent a more advanced approach to jointly optimizing
the network architecture and weights to approximate the data space IO.

There remain numerous important topics for future investigation. In this work, the CNN-IO
was directly applied to raw tomographic measurements. The benefit of introducing a “physical
layer” when approximating the data space CNN-IO should be further investigated, considering
the difference in data representation between data space and image space. A “physical layer” can
be interpreted as a transform from the measurement to the object domain that preserves task-
relevant information, e.g., a pseudo-inverse operation. Another interesting topic for future studies
is the adoption of a recently proposed sampling-based IO approximation method53 for estimating
the data-space IO. Investigating the potential benefits of this advanced technique as compared to
existing supervised learning-based methods for data space IO analyses has not been explored.
Furthermore, it will be important to extend the proposed data space IO method to 3D cone-beam
CT, although certain challenges must be addressed. A primary challenge arises from the need for
3D network architectures to accurately approximate the IO in this scenario, which will require
increased computational resources for training as compared to 2D CNNs. Future research should
additionally investigate the data space CNN-IO methodology to other imaging problems with
consideration of more complicated tasks such as detection-localization23 and detection-estima-
tion tasks.24

6 Appendix A: U-Net-based Reconstruction Method
The U-Net-based method was applied to the image domain to reduce image artifacts as a post-
processing technique and employed filtered back projection (FBP) reconstructed images as input
data. The Ram-Lak filter was employed for the FBP algorithm. Given an FBP reconstructed
image fFBP, the U-Net-based method can be described generically as

EQ-TARGET;temp:intralink-;e010;114;283f recon ¼ F ðfFBP;ΘÞ; (10)

where the mapping F denotes the U-Net network that is parameterized by the weight vector Θ
and f recon denotes the U-Net reconstruction estimate. In this paper, the true object f in Eq. (9) was
employed as the target image and f recon can be interpreted as an estimate of f .

The architecture of the employed U-Net is described below. Specifically, a U-Net consists of
multiple stages with different spatial dimensions connected by pooling layers in the first half and
up-convolutional layers in the second half. After each pooling operation, the spatial dimension
was halved while the number of channels for each convolution layer was doubled. For the
up-convolution operation, the spatial dimension was doubled while the number of channels for
each convolution layer was halved. At each resolution level, two convolutional layers with
32 convolutional filters of dimension 3 × 3 were employed. Each convolutional layer was
followed by a ReLU activation function and batch normalization (BN). A concatenation oper-
ation was also employed for each resolution level to incorporate the higher-resolution structural
information into each up-convolution operation. At the final layer, a 1 × 1 convolutional layer
was employed to formulate the reconstruction estimate. This multiscale network enhances the
receptive field and may better suppress both local and global artifacts.
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Mean square error (MSE) that measures the L2 distance between the reconstructions and
target images was employed as the loss function to optimize the U-Net in this study. For all
considered tasks, a training dataset containing 57,200 signal-present and 57,200 signal-absent
noisy FBP reconstructed images was employed. The validation dataset included 2000 pairs of
signal-present and signal-absent noisy images. Finally, the testing dataset comprised 10,000
signal-present images and 10,000 signal-absent noisy FBP reconstructed images. The Adam
optimizer47 with a learning rate of 0.0001 was employed for training.

7 Appendix B: The Specification of Optimal CNN Architecture to
Approximate the IO

The optimal architecture of CNNs to approximate the IO was explored and the impact of the
number of convolutional layers on the binary signal detection task performance was investigated.
Task 2 defined in Sec. 3.5.1 was considered as an example. The training process of CNN-IO
started from a CNN architecture with one convolutional layer and gradually added more layers.
The optimal number of convolutional layers is determined when adding more layers does not
significantly increase the AUC values. The relationship between the AUC values computed on
the testing dataset and the depth of the CNNs was quantified and shown in Fig. 10. The AUC
values were not significantly increased after six convolutional layers were included. Therefore,
the CNN architecture that possesses six convolutional layers was selected for this example.
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Fig. 10 The training process of the CNN-IO was demonstrated. Task 2 defined in Sec. 3.5.1 was
considered as an example. The AUC values were not significantly increased after six convolutional
layers were included.
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