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Doppler flow imaging of cytoplasmic streaming
using spectral domain phase microscopy
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Abstract. Spectral domain phase microscopy �SDPM� is a function
extension of spectral domain optical coherence tomography. SDPM
achieves exquisite levels of phase stability by employing common-
path interferometry. We discuss the theory and limitations of Doppler
flow imaging using SDPM, demonstrate monitoring the thermal con-
traction of a glass sample with nanometer per second velocity sensi-
tivity, and apply this technique to measurement of cytoplasmic
streaming in an Amoeba proteus pseudopod. We observe reversal of
cytoplasmic flow induced by extracellular CaCl2, and report results
that suggest parabolic flow of cytoplasm in the A. proteus pseudopod.
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1 Introduction

Doppler flow imaging was one of the first functional exten-
sions developed for optical coherence tomography,1,2 �OCT�
There are two important aspects of OCT that enable phase
imaging, in general, and Doppler flow imaging, in particular.
First, since OCT is interferometric in nature, light that is Dop-
pler shifted by the motion of scattering particles within the
sample creates an electronic beat frequency proportional to
the axial component of the sample particle velocity. Second,
since OCT performs depth ranging with a broadband light
source, this beat frequency can be recorded as a function of
sample depth, which enables the generation of depth-indexed
flow profiles.

Because Doppler flow imaging in OCT requires phase sen-
sitive detection, interferometric phase stability is critical.
Time domain �TD� and spectral domain �SD� systems have
different considerations for phase stability. TD-OCT systems
employ a broadband light source, a scanning delay line, and a
single photodiode detector. As the group delay between the
reference and sample arms is scanned, the interferometric sig-
nal generated is proportional to the sample reflectivity at the
sample depth corresponding to the instantaneous group delay.
As such, the phase stability in TD-OCT is limited by the
linearity and repeatability of the reference arm group delay
scan. SD-OCT systems employ a stationary reference arm and
simultaneously collect light from all depths in the sample by
collecting the interference signal as a function of optical
wavelength. This spectrally indexed signal is Fourier trans-
formed to calculate the depth-indexed sample reflectivity pro-
file �i.e., A scan�. The spectral interferometric signal is col-
lected by either �1� using a broadband source and a
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spectrometer in the detector arm �Fourier domain OCT� or �2�
measuring with a single photodiode the signal generated by
sweeping a narrow-linewidth laser source through a broad
bandwidth �swept source OCT�. In SD-OCT systems employ-
ing a Michelson interferometer, the phase stability is limited
by jitter in the relative path lengths between the sample and
reference arms, and in the case of swept source OCT, the
repeatability of the wavelength sweep. Indeed, it has been
demonstrated that SD-OCT is more stable than its TD
counterpart.3

Recently, several phase-sensitive extensions of OCT have
been demonstrated.1,2,4–9 Recently, we demonstrated SD phase
microscopy �SDPM�, a functional extension of OCT that em-
ploys common path SD interferometry10,11 to achieve phase
stabilities in the milliradian regime.12 In this paper, we use
SDPM to perform Doppler flow imaging of cytoplasmic
streaming in an Amoeba proteus, which is very mobile uni-
cellular protozoan that has been widely used for decades to
study the mechanisms of cytoplasm physiology and cell
motility.13–18 Cytoplasmic streaming is an important cellular
process that plays a role in events ranging from metastasis in
cancer to cellular locomotion to cell division. We derive an
expression for the shot-noise-limited flow velocity resolution
of SDPM, and compare the performance of our system to this
theoretical limit.

2 Phase-Resolved SD Interference Signal
The SD photocurrent in SD-OCT and SDPM is given by19

i�k� =
1

2
�S�k��k�RR + �

n

Rn

+ 2�RR�
n

�Rn cos�2k��xn + �xn��� . �1�

Here, S�k� is the source power spectral density, k is the wave
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number �radians per meter�, �k is the spectral channel band-
width, � is the detector responsivity, RR is the reference arm
reflectivity, and Rn is the reflectivity of the n ’ th sample re-
flector. The quantity �xn+�xn is the position of the n ’ th re-
flector; �xn is an integer multiple of the discrete sampling
interval in the x domain, given by m� /�k, where �k is the
total optical bandwidth interrogated and m is any positive or
negative integer; and �xn accounts for subresolution devia-
tions in reflector position away from m� /�k. Note that �xn is
an important quantity because it primarily manifests in the
phase of i�k�. Note also that n and m are distinct and separate
variables: n indexes discrete reflectors in the sample, while m
indexes elements in the 1-D x domain A scan array.

In swept source OCT i�k� is directly measured, whereas in
spectrometer-based Fourier domain OCT, i�k� is integrated
over the A scan acquisition time in a charge-coupled device
�CCD� or similar charge-accumulation detector. In either case,
after Fourier transformation of the k domain signal, the
complex-valued x domain signal and shot noise are given by,
respectively,

Isignal�2�xn� =
�S0�RRRn�1/2

2efascan
E�2�xn�exp�jk02�xn� , �2�

Inoise�2�xn� = 	�S0RR

efascan

1/2

exp�j�rand� . �3�

Here, E�·� is the unity-amplitude x domain autocorrelation
function, S0 is the total sample illumination power �i.e.,
�S�k� dk�, k0 is the source center wavenumber, �rand is the
random phase of the shot noise, and fascan is the rate in hertz
at which A scans were acquired. In situations where the de-
tector integration time is less than the interval between ac-
quired A scans, fascan is the numerical inverse of the integra-
tion time. It is assumed that RR�Rn. The amplitude signal to
noise ratio of the n ’ th reflector is given by the square of the
ratio of the amplitudes of Eqs. �2� and �3�. The shot-noise-
limited phase stability of the n ’ th reflector signal is limited by
the phase angle ��sens between Isignal�2�xn� and I�2�xn�
=Isignal�2�xn�+Inoise�2�xn�. In our previous work,12 we de-
rived an expression for ��sens by considering its upper limit
when Isignal and Inoise are orthogonal �i.e., �rand
=2k0�xn±� /2�. The issue can be more generally approached
by considering the average value of the phase angle between
Isignal�2�xn� and I�2�xn� over all values of �rand. This is
given by �Fig. 1�:

��sens =
2

�
�

0

�/2

tan−1	 Inoise
Isignal

sin �rand
d�rand. �4�

Equation �4� is derived in part from the representation of
signal and noise in Fig. 1. At any particular instant, the signal
vector �Isignal� and the noise vector �Inoise� have a random
angular orientation with respect to each other. Since the phase
of Isignal is not random, the phase of Inoise �i.e., �rand� can be
conveniently defined with respect to Isignal, and Inoise can be
decomposed into components that are parallel
�Inoise cos �rand� and orthogonal �Inoise sin �rand� to the signal

vector. The parallel component contributes to amplitude sen-
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sitivity, while the orthogonal component contributes to the
phase sensitivity. The phase noise of Isignal is defined by the
magnitude of the rotation of Isignal by Inoise sin �rand. The
phase noise also defines the phase sensitivity ���sens� since
the smallest observable change in the phase of the signal vec-
tor is determined by the phase noise. In other words, an ob-
servable change in the signal phase must be larger than the
phase noise. If Inoise� Isignal, which is the usual case, then
Isignal, Inoise sin �rand, and Isignal+Inoise sin �rand form a right
triangle, and ��sens is the angle opposite Inoise sin �rand. Here,
��sens is defined by the argument of the integral in Eq. �4�,
while the integral itself takes the average value of ��sens over
all possible random values of �rand. This integral assumes that
�rand has a uniform distribution. If it is assumed that Inoise
� Isignal, then the arctangent function can be approximated
by the value of its argument. The integral in Eq. �4� then
simplifies to the mean value of the sine function over a quar-
ter period, yielding:

��sens =
2

�
� 1

SNR�S0,Rn, fascan�
�1/2

, �5�

where SNR �S0 ,Rn , fascan� is the SNR of the n ’ th reflector.
Because the phase of I�2�xn� is proportional to �xn, dis-

placements in a sample reflector can be tracked over time by
tracking the phase over time. The instantaneous velocity of a
reflector is given by the difference of �xn on two successive A
scans divided by the temporal sampling interval, which is
equivalent to defining the instantaneous Doppler shift as the
derivative of the phase with respect to time. This gives

v�t� =
�0

2 cos 	
fdopp

=
�0

4� cos 	
fascan��I�2�xn,t� − � I�2�xn,t − fascan

−1 �� .

�6�

Here, � is the phase operator, �0 is the source center wave-

Fig. 1 Phase stability of spectral domain phase microscopy. In the x
domain the signal and noise are complex-valued signals that add in a
vectoral manner. If the phase of the noise is defined to be zero when
Inoise is parallel to Isignal, then the error in the phase of Isignal is given by
the component of Inoise that is perpendicular to Isignal �i.e.,
Inoise sin �rand�. The average rotation of Isignal caused by Inoise sin �rand
taken over all �rand defines the phase stability.
length, fdopp is Doppler frequency shift, and 	 is the Doppler
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angle between the optical axis and the direction of motion.
The phase error in v�t� is �2 times higher than the phase error
in �I�2�xn , t0�. The factor of �2 arises because velocity is
proportional to the numerical difference between two succes-
sive phase measurements. As such, the uncertainty in differ-
ence �i.e., velocity� must be larger than the individual data
points in the difference �i.e., phase�. We assume that the sum-
mation of N random data points with identical standard devia-
tions �or errors� has an error that is N1/2 times larger that the
error of each data point. The velocity sensitivity is thus �Fig.
2�:

vsens =
�0

2�2� cos 	
��sensfascan

=
�0fascan

�2�2 cos 	�SNR�S0,Rn, fascan��1/2
. �7�

Equation �7� is consistent with the Cramer-Rao lower
bound for a model-based velocity estimator,20 which has been
previously verified21 in TD OCT. In Doppler OCT imaging it
has been suggested that the minimum observable Doppler
shift is related to the inverse of the observation period, which
yields a velocity sensitivity22,23 of �0fascan/2. The basis for
this Fourier-limited assumption is that at least one cycle of the
Doppler-induced electronic beat frequency must be sampled
to detect the motion of a reflector. If we define the instanta-
neous Doppler shift �or velocity� as being the derivative of the
phase �or position�, it is clear the Fourier limit is overly re-
strictive. For example, if a reflector is moving at a constant
velocity, the phase of the interoferometric signal increases
linearly over time. The accuracy of the phase difference be-
tween two sequential points, which is directly proportional to
the instantaneous Doppler shift, is limited only by the phase
noise on each individual point �Fig. 2�. In this light, there is
no obvious requirement to sample an entire fringe of the
Doppler-induced electronic beat frequency in the detector

Fig. 2 Velocity sensitivity of Doppler flow imaging. Here, fdopp is the
Doppler frequency shift, and d� /dt is experimentally calculated by
taking the numerical derivative of the phase with respect to time.
photocurrent.
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3 Verification of Doppler Sensitivity Prediction
The major result in the previous section is that the velocity
sensitivity in SD Doppler imaging is limited by the phase
stability of the x domain signal, according to Eq. �7�. To test
this prediction, we used SDPM to measure the velocity of
thermal expansion of an uncoated glass coverslip transiently
heated by a butane flame. A spectral domain interferometer
was constructed per Fig. 3�a�. The source was a 5-mW super-
luminescent diode �SLD� with a center wavelength and a
3-dB bandwidth of 830 and 45 nm, respectively. The spec-
trometer �Spec� had a 5-ms integration time and a 40-Hz
maximum readout rate. The coverslip surface reflection most
proximal to the interferometer was used as the reference re-
flection. Reflectors distal to this surface were designated as
having positive displacement with respect to the reference re-
flector �i.e., �x
0�. Moreover, by design there are no reflec-
tors with negative displacement ��x�0�. While this configu-
ration does not resolve the complex conjugate ambiguity of
spectral domain24,25 OCT, it sidesteps the issue by forcing all
sample displacements to have the same sign. The change in
the optical path length �OPL� of the coverslip during heating
and cooling was tracked by recording the phase of the x do-
main interference signal at a depth corresponding to the thick-
ness of the coverslip. This phase was converted to OPL by
multiplication by the quantity �0 / �4�n�, where n was as-
sumed as the index of the coverslip.

The rapid expansion and slow contraction of the coverslip
is shown in Fig. 3�b�. The baseline phase stability of the in-

Fig. 3 �a� SDPM interferometer used for measuring thermal expansion
of boroslilcate glass. The coverslip surface proximal to the interferom-
eter generates the reference reflection. All reflections distal to this
reference surface have positive displacements �i.e., �x
0�. �b� Ther-
mal expansion and contraction of a glass coverslip. The upswing cor-
responds to the application of a flame to the coverslip, and the down-
swing corresponds to cooling down to room temperature. The inset
highlights the expansion of the coverslip.
terference signal immediately before placing the flame near
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the coverslip was 0.4 mrad �18 pm�. The phase stability is
defined as the standard deviation of the x domain interference
phase at the depth corresponding to the coverslip thickness.
The instantaneous velocity of expansion and contraction was
calculated by numerically differentiating the OPL on sequen-
tial successive A scans and multiplying that quantity by the
line rate �Eq. �6��.

Figure 4�a� shows the instantaneously calculated velocity
while the coverslip cooled off after flame removal. The yel-
low curve is a smoothed estimate of the actual velocity gen-
erated by low pass filtering the phase data before calculation
of the Doppler shift. The red curves represent the estimated
velocity plus/minus half of the velocity sensitivity calculated
using Eq. �7�. The black vertical line at t=20 s represents the
approximate time at which the magnitude of the velocity fell
below the sensitivity of 1 nm/s, as calculated using Eq. �7�.
The inset to Fig. 4�a� shows a histogram of the measured
velocity values for t
20 s. This data distribution, which is
approximately Gaussian, has a standard deviation of
1.1 nm/s, consistent with the predicted velocity sensitivity of
1 nm/s.

Figure 4�a� illustrates two points. First, the experimental
velocity data were bound by a range defined by the actual
velocity �estimated by lowpass filtering the velocity data� and
the predicted velocity sensitivity using Eq. �7�. This supports
Eq. �7� as a valid expression for the noise and uncertainty in a
Doppler calculation given a level of phase stability. Second, it
demonstrates that the magnitude of the velocity must be
greater than the velocity sensitivity to be resolved from zero
velocity. In other words, when the velocity magnitude is equal
to the velocity sensitivity, the “velocity SNR” is unity, render-
ing the velocity measurement indistinguishable from zero ve-
locity. Figure 4�b� shows the absolute value of the expansion
and contraction velocity on a log scale. The predicted velocity
sensitivity is shown as a horizontal red line. This figure draws
an analogy with amplitude sensitivity for OCT in that the
level of the “height” of the noise floor on a log plot is deter-
mined by the measurement sensitivity.

4 Measurement of Cytoplasmic Flow Using
SDPM

For in vivo cellular measurements, an SDPM setup was re-

Fig. 4 �a� Velocity of thermal contraction of glass coverslip �t=4.8 to 4
data in �b�. The yellow �inner� line is the velocity estimated by lowpass
plus/minus one-half of the predicted velocity sensitivity of 1 nm/s. The
for t
20 s. The mean �� and standard deviation ��� of the measured d
 and �. �b� Absolute value of the velocity of expansion and contrac
layed into a Zeiss Axiovert 200 using a documentation port,
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as illustrated in Fig. 5. This setup employed the source and
spectrometer described in Sec. 3. Simultaneous acquisition of
SDPM and visible light microscopy video was achieved by
placement of an 80/20 beamsplitter in the microscope optical
path. There was thus real-time display of video and A scan
data. The SDPM spot size �1/e diameter� on the sample was
estimated from the magnification factor of the coupler fiber
core being imaged onto the sample. This factor was �L2 /L1�
� �TL/OBJ�, giving a calculated spot size of 12 m and a
calculated depth of focus of 1 mm �Ln, nth lens; TL, tube
lens; OBJ, objective lens; see Fig. 5 for more detail�. The ratio
OBJ/TL is specified by the manufacturer as the effective or
net magnification of a sample object onto the documentation
port. The reflection from an uncoated CS surface proximal to
the SDPM interferometer acted as the reference reflection.

Several amoebas �species A. proteus� were placed on the
other CS surface in a springwater solution. The amoeba A.
proteus moves by extruding a pseudopod along the CS sur-
face, and cytoplasm flows within the pseudopod along the

he black curve is generated by taking the numerical derivative of the
g the raw data in black. The red �outer� lines are the velocity estimate
hows a histogram �yellow �gray� bars� of the velocity values measured
shown. The black curve is a Gaussian distribution with the measured

lculated from �a� and plotted on a log scale.

Fig. 5 SDPM setup adapted to Zeiss Axiovert 200 inverted micro-
scope with simultaneous acquisition of SDPM and video light micros-
copy. A 635-nm aiming beam �Aim� is combined with an 840-nm SLD
�50-nm FWHM bandwidth� with a wavelength-division multiplexing
�WDM� fiber coupler. The combined light enters a 2�1 50/50 fiber
coupler whose output fiber core is imaged via lenses �L� 1 and 2 onto
a documentation port �DP� of the microscope with a magnification of
L2 /L1=22. The image formed at the documentation port is then re-
layed onto the sample �SAMP� with magnification of 1/10. The
sample also is imaged onto a documentation port CCD. CS, coverslip;
OBJ, microscope objective; REF, reference reflection; Spec, spectrom-
8 s�. T
filterin
inset s
ata are

tion ca
eter; TL, tube lens.
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Fig. 6 �a� Photomicrograph of A. proteus pseudopod �p�. The white triangle marks location of data collection, and black box in lower left is 10
�10 m. The inset to �a� shows an A scan of the pseudopod �abscissa has units of depth in micrometers, ordinate has units of reflectivity in
decibels�. The coverslip �cs� on which the pseudopod sits is located at zero displacement. The pseudopod/water �p/w� interface is clearly identified
near 80 m by a reflectivity peak followed by the decreased reflectivity of water. �b� M-mode magnitude image of A. proteus pseudopod. �c� and
�d� are M-mode phase and Doppler images, respectively. The arrows marked with “f” in �b� demarcate the flowing portion of the cytoplasm as
determined from the phase and Doppler data in �c� and �d�, respectively. �e� Doppler shift versus time at a depth of 36 m. �f� Doppler shift versus
depth at t=20s. The green line is a least-squares parabolic fit of the flow profile �R2=80% �.
Fig. 7 Surface plot of flow-induced Doppler shift as a function of time and depth. Laminar �parabolic� cytoplasmic flow is suggested.
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direction of motion. Since this cytoplasmic streaming is nomi-
nally parallel to the coverslip surface, lens 1 �L1� was tilted to
make a Doppler angle of 	=87.7 deg between the SDPM
light and the streaming. This Doppler angle represents a com-
promise between recoupling efficiency of the reference beam
�highest at 90 deg� and optimal Doppler angle �optimal at
0 deg�. The angle was verified through image analysis of the
position of the aiming beam on the video image taken at cali-
brated displacements of the objective lens along the optical
axis. With respect to recoupling efficiency of the reference
beam, note that standard OCT sensitivity expressions here and
in the literature are typically independent of reference arm
power provided that �1� reference power is much greater than
sample power and �2� the system operates in the shot noise
limit.

A visible light microscopic image selected from a video
recording of an extruding A. proteus is in Fig. 6. SDPM data
were recorded from the location marked with the white tri-
angle. This location was identified with a 635-nm aiming
beam that was turned off after the acquisition window was
marked with the triangle. The aiming beam was turned off to
avoid contamination of the data by photophobic reflex in A.
proteus. M-mode recordings �repeated recordings at a given
spatial location� of magnitude, phase, and derived Doppler
images are shown in Fig. 6�b�. M-mode images have a verti-
cal axis with units of depth, a horizontal axis with units of
time, and image intensity proportional to the measurement of

Fig. 8 Doppler shift versus time at a depth of 36 m after processing w
the recording are shown. Abscissa has units of time in seconds; ordin
interest �e.g., reflectivity, velocity�. The Doppler map was cal-
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culated using Eq. �6� after lowpass filtering of the phase data.
Between t=18 and 20 s, several drops of a 50-mM CaCl2
solution were added to the springwater solution. This trig-
gered a slowdown and subsequent reversal in the cytoplasmic
flow. The flow reversal is manifest as a decrease in accumu-
lated phase �Fig. 6�c�� and as a change in the sign of the
Doppler shift �Figs. 6�d� and 6�e��. The flow reversed again at
t�35 s. Overall, measured flow rates were consistent with
previously reported13 values for A. proteus.

Lowpass filtering of the Doppler data was performed to
mitigate the influence of SNR variations due to speckle on the
calculation of Doppler shift. Since speckle is multiplicative
noise imposed on I�2�x� �i.e., I=Ispeckle� �Isignal+Inoise��,
SNR �S0 ,Rn2 , fascan� is modulated by this multiplicative noise
as well. Additionally, the “nulls” of the speckle pattern have a
phase SNR of zero since there is zero signal. These nulls give
the false impression that there is zero flow in an otherwise
flowing sample. Likewise, SNR is maximum at the “peaks” of
the speckle pattern, and the Doppler shift at these peaks pre-
sumably will most accurately represent the sample flow ve-
locity. The Doppler data in Figs. 6 and 7 were lowpass filtered
with a moving average filter with a time constant �or width� of
3459 ms. This relatively longer time constant was chosen to
emphasize changes in flow over the course of a few seconds.
Figures 8 and 9 show the Doppler shift recorded at a depth of
36 m that was lowpass filterd with time constant ranging

oving-average filters of various time constants �tau�. All data points in
ppler shift in hertz.
ith m
ate, Do
from 0 to 3459 ms. The Doppler data is clearly interpretable
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with little to no filtering. Figure 8 shows the entire time trace,
while Fig. 9 focuses on t=20 to 30 s when the initial flow
reversal occurred.

Visual inspection of the extruding A. proteus pseudopod on
light microscopy indicates that the cytoplasm flows within a
channel delinated on either side by nonflowing cytoplasm �the
so-called “gel,” in contrast to the flowing “sol”�. The gel has
high viscosity and acts as a stationary conduit, while the sol,
which has much lower viscosity, flows within that conduit.
Flow is generated by active �i.e., adenosine triphosphate
�ATP�-dependent� cytoskeletal and cytoplasmic processes. In
the absence of turbulence, which would be difficult to gener-
ate owing to the viscosity of cytoplasm, the amplitude of the
flow is expected to follow a parabolic profile as a function of
depth. Figure 6�f�, which shows the Doppler frequency as a
function of depth at t=20 s, supports this laminar flow hy-
pothesis. This measured flow profile matches that of an ideal
parabolic flow profile with an R2 value of 80%. The laminar
flow profile also is suggested from the plot of the flow-
induced Doppler shift against both depth and time in a 3-D
surface plot �Fig. 7�.

5 Discussion and Conclusions
Common-path interferometry has been a subject of recent in-
terest in OCT. This interest is in part driven by the design
considerations of common-path interferometry, especially
since it does away with the need to pathlength-match the ref-

Fig. 9 Doppler shift versus time at a depth of 36 m after processin
corresponding to flow reversal that occurs between 20 and 30 s are sh
erence and sample arms. Common-path configurations have
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been proposed and demonstrated for both time domain OCT
systems �see, for example, Ref. 26� and spectral domain OCT
systems �see, for example, Refs. 10–12�. TD common-path
interferometers have similar topologies to their spectral do-
main counterparts, except that the spectral content of the in-
terferometric signal is obtained using a TD autocorrelator as
opposed to a SD spectrometer. While the phase stability of
these TD systems has yet to be demonstrated, their phase
stability is limited by the moving parts in the autocorrelator,
just as the phase stability in Michelson-type TD OCT inter-
ferometers is limited by the linearity and repeatability of the
reference arm group and phase delay. As such, SD common-
path interferometry would be expected to have a higher level
of phase stability. Additionally, since phase sensitivity is a
function of amplitude sensitivity, the amplitude sensitivity ad-
vantage of SD OCT translates into a phase sensitivity advan-
tage as well.

Phase-sensitive interferometry has the attractive ability to
detect subwavelength motions of reflectors. When combined
with broadband coherence interferometry, depth-indexed dis-
placement and flow information can be obtained. As we dem-
onstrated, the phase stability afforded by common-path SD
OCT enables the acquisition of Doppler flow profiles of cyto-
plasmic streaming in an individual cell. This raises the excit-
ing prospect of using SDPM to study cytoplasmic flow in a
variety of cellular processes, including the development of
neuronal polarity,27 cell migration,28 and a-p axis formation in

29

moving-average filters of various time constants �tau�. Data points
bscissa has units of time in seconds; ordinate, Doppler shift in hertz.
g with
own. A
embryos. The use of recently developed ultra-high-
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resolution sources30 and OCT imaging engines31–33 in SDPM
will enable highly detailed cross-sectional flow maps in indi-
vidual eukaryotic cells.
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